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The displacement of water molecules associated with the flow of water inside a nonconsolidated
packing of 800 pum OD glass spheres has been measured by a pulsed gradient NMR technique.
Using a stimulated spin-echo sequence. mean displacements of up to 300 um corresponding to
measurement times of up to 200 ms can be analyzed. The measurement can be quantitatively
calibrated using the pure molecular self-diffusion of water at zero flow conditions. For molecular
displacements much smaller than the pore size, the distribution of the flow velocity component
along the mean flow direction is determined at Reynolds numbers high enough so that longitudinal
molecular diffusion is negligible. An exponential decay of the probability distribution of the
displacements is observed at large distances. The results are very similar to those obtained by
numerical . solution of the Stokes equation in random sphere packings. At longer displacement
distances, a secondary peak of the displacement distribution is observed: It is interpreted as the first
step toward the transition toward classical dispersion at displacements much larger than the pore
size. The influence of molecular diffusion and of the heterogeneities of the magnetic permeability

also are discussed. © 1996 American Institute of Physics. [$1070-6631(96)02802-3]

l. INTRODUCTION

The study of the properties of porous media has often
been centered on the determination of macroscopic param-
eters such as the porosity, the permeability. the electrical
conductivity, and the dispersion coefficient. In contrast, stud-
ies at the pore scale have until recently been devoted to the
analysis of the structure of the pore space and of its surface.
Also, the use of imaging techniques such as x-ray
tomography' or NMR imaging® has been limited to the
analysis of structural heterogeneities or of miscible or im-
miscible diphasic front structures at a scale much larger than
the pore size.

However. a thorough understanding of transport in po-
rous media requires that the structure of the velocity field be
known at the pore scale: This is necessary. in particular, to
detect the existence of low-velocity zones. where the ex-
change of matier or molecular species with the outside can
only take place through molecular diffusion. Such informa-
tion is of practical relevance to understanding processes such
as tracer or pollutant absorption. dispersion in porous media.
and filtration. One particularly important issue is the transi-
tion between small-scale local processes such as tracer mo-
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tion in local velocity gradients and large-scale processes de-
scribed by the usual transport parameters.

In addition, recent developments in the field of compu-
tational fluid mechanics now allow us to obtain precise rep-
resentations of the three-dimensional (3-D) structure of fiow
velocity or electrical current fields in simple random porous
media.}’ They can be used to verify experimental measure-
ments on similar systems by new techniques before the latter
are applied to more complex media.

Among the local flow measurement methods already uti-
lized for porous media, some use transparent porous media
and matched index fluids: In this case one may use either
laser velocimetry techniquesg'"J or Particle Image
Velocimetry.!! Such measurements require either a complex
and lengthy 3-D scanning procedure or a careful image
analysis, including the determination of a large number of
particle trajectories. Also, this approach is limited to trans-
parent media and cannot be extended to real rocks.

Application of NMR imaging to liquid flows in porous
media has been reported by Edeistein ez al. Majors et al. b
and Edwards er al."? This technique can provide spatial in-
formation about matrix porosity and time average displace-
ments of the fluid particles during an observation time A
(100 ms<A<1 s in a typical machine). From such spatial
fluid displacement mappings, the probability distribution of
the flow velocity in a macroscopic sample volume can be
estimated. provided the displacement of the particles is small
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enough to be proportional to the local velocity.'™'® The tech-
nique has been. in particufar. applied to the estimation of the
mean velocity variations near rigid walls bounding an open
pore polyurethane foum sample.'’

In this paper. we report a set of measurements carried
out in porous media using a pulsed tield gradient spin-echo
(PFGSE) technique. Such measurements determine quantita-
tively the distribution of displacement components of the
fluid molecules paraltel to the tield gradient during a prede-
termined time A.“+'™ At short A values for which the path-
length is small compared to the pore size. this gives imme-
diatelv the distribution of the velocity component parallel to
the zradient. In the limit of verv long times. such that a large
enough number of pores is explored. the distribution of the
pathlengths is directly related to the corresponding disper-
sion coefficient in the medium (longitudinal or transverse
depending on the orientation of the field gradient with re-
spect to the mean flow). A key advantage of this method is
the fact that the full velocity distribution can be determined
at once for all fluid particles located in the measurement
volume.

For this paper experiments were performed on uncon-
solidated monodisperse spherical bead packings fully satu-
rated with flowing water. A first set of measurements allowed
1€ o ietermine precisely the velocity distribution and to
coinpure 1t to numerical simulations using the same geom-
etry. Particular care has been given to the analysis of the
influence of the flow velocity and of the measurement time
on the distribution of the displacements. We have also inves-
tigated the influence of pure molecular diffusion on the trans-
port processes. In subsequent experiments, we have studied.
at larger time intervals, the distribution of the displacements
when these are no longer small compared to the pore size.

il. PULSED FIELD GRADIENT SPIN-ECHO NMR
MEASUREMENT TECHNIQUE

A. Experimental NMR setup

Experiments have been performed with a 100 MHz
Bruker CXP-100 pulsed NMR spectrometer with a vertical
superconducting solenoid. providing a magnetic field
By=2.35 T. The flow was studied in a straight circular 10
mm OD glass tube containing the porous medium [for NMR
experiments. dielectric materials (glass, ceramics, resin)
transparent to the radiofrequency electromagnetic field have
to be used]. The tube is placed along the axis of the super-
conducting solenoid parallel to the magnetic field B,. In the
center of the solenoid, where the magnetic field 8, is most
homogeneous. a NMR saddle coil is adjusted to the tube.
This coil is used to deliver the radiofrequency pulses and to
detect the magnetization induction; it defines a measurement
volume V of length L=D =10 mm inside which the flow is
studied. The gradient field pulses are provided by a quadru-
pole gradient coil wound on a 30 mm diameter macor man-
drel of an axis perpendicular to the pipe.' Pulsed ticld gra-
dients of up to | T/m oriented along the flow axis are used in
the experiments. The height, 24, of the superconducting so-
lenoid is approximately 50 cm. In our experiments, the flow
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FIG. 1. Puise sequences used in vur experiments. (a) PFG-SE sequence. (b}
PFG-SSE sequence.

velocity is always low enough so that the tramsit time
through the measurement volume is much larger than the
longitudinal spin relaxation time T .

B. Spin-echo NMR dispiacement measurements

In the PFG-NMR technique. fluid velocity measure-

ments are performed by superimposing over the constant
field B one of the combined rf-magnetic field gradient pulse
sequences of Figs. 1(a) and 1(b). We assume that. before
each pulse sequence is applied, the magnetization induced by
the previous one has relaxed along the direction of the static
magnetic field B,. Let us turn our attention to a small ele-
ment (j1 of flowing fluid located in the measurement volume
V and note x i(8), ¥ j( 1,z j(t). its coordinates in the referen-
tial (O.x.v,z) [O is the center of the volume V (center of the
tf coil) and the z axis is parallel to both the static magnetic
field and the field gradient]. During a given sequence, the
magnetic field B on the element is either B=B without the
field gradient, or to B=By+g :j(t) when a field gradient is
applied. ,
Figure 1(a) describes the so-called Hahn echo sequence
that has been used in the first part of our experiments.”® We
shall refer to it as a PFG-SE sequence (Pulse Field Gradient
Spin Echol. First, a (w/2)y f pulse is applied: It tilts the
proton magnetization of the element (j) onto the ¥ axis in
the frame (0,.X,Y.Z), rotating with an angular frequency
wq= yB, about the Z axis (7 is the gyromagnetic ratio of the
proton). During the time interval (¢,,r,+ &), the field gradi-
ent g shitts the phase of the magnetization component in the
plane (0,X.Y); this phase shift is given by

n+d

d>,-m=7gj' z(0)de. (1)

{
Neglecting the displacement of the element (/) in the dura-
tion & of the field gradient pulse [i.e, assuming
y dgtdz/dt), <1}, one obuins ¢;(1,)=1y &g z;(1)).
Then a (), rf pulse changes the sign of the phase shift,
which becomes ¢(¢ )=~y 8¢ ().
A second magnetic field gradient pulse applied with the
same amplitude and duration at a time 7, induces another
phase shift proportional to the new coordinate z,(1,) of the
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clement. Thus, the resulting phase shift at the time 27 ex-
pected for the echo associated with the refocusing of the
signal will be

¢i(27) =1y 8glz;(12)— 2, (1))]. (2)

The magnetization M(t) is the sum of all contributions from
the different elements (j) inside the measurement volume V:

M(1)=M y(exp{id;(1)}};, (3)

where M, is the amplitude of the total proton magnetization
in Vand ), is an ensemble average over all elements inside
V. The complex amplitude M,(27) of the first echo may
then be written as

M, (27)=M(expliy 8glz;(12)—z;,(r )1}, 4)

Following Callaghan,?! we introduce the probability distribu-
tion P5(z) of the displacements : during the time lapse A.
Equation (4) ¢°n be rewritten as

M,=M(,f Py(z)expliy 8g z1dz. 5)

The amplitude M (%) of the first echo is therefore the
Fourier transform of the propagation function P,(z) in
which the wave number k= y &g is the variable conjugate to
the displacement z. This sequence has been used in all our
first experiments but was limited to relatively short measure-
ment times.

Figure 1(b) presents another sequence first introduced by
Tanner,” which allows the use of larger A values than the
previous one. In this sequence, called PFG-SSE (Pulse Field
Gradient-Stimulated Spin Echo), two identical magnetic field
gradient pulses are superimposed on a stimulated spin echo
sequence. After the first (#/2), rf pulse tilting the magneti-
zation along the v axis, the first magnetic field gradient pulse
encodes the position of every water molecule by a phase
shift: @;(r)=17y &g z;(ty). The second (7/2), rf pulse
brings back the ¥ component of magnetization into longitu-
dinal polarization along the - axis. Then. after a delay A, a
third (7/2), rf pulse tilts back the z component of the mag-
netization along the y axis and is followed by a second field
gradient pulse. which restores partly the phase of each spin
through a second shift: —y &g 2j{t3). Thus. the net phase
shift at the end of the sequence is ¢j(A+27')
=7y 6glz;(1))—2;(12)]. Globally, the PFG-SSE sequence
provides the same phase shifts as the PFG-SE one: The sig-
nificant advantage of the technique is the fact that the mag-
netization remains along the - axis during most of the mea-
surement time. This has two consequences.

(i) The loss of magnetization is no more determined by
the transverse relaxation. but by the longitudinal relaxation
ttme 7', . which is much longer than the transverse relaxation
tume 7,.

(i) The magnetic field deviations due to heterogeneities
of the magnetic susceptibility in the porous medium have no
effect on the magnetization during the time lapse A between
the (#7/2), rf pulses.

Practically. the maximum usable time A that was about
20 ms for Hahn's sequence (corresponding to displacement
of order 60 um). can be extended to more than 200 ms with
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the PFG-SSE technique. Let us note that, for the PFG-SE
sequence, one measures the displacement of the fluid par-
ticles during the time A, while, for the PFG-SSE one, the
effcctive measurement time is A+ 7{ 7 being the time inteival
between the two first (7/2), rf pulses].

C. Effect of the heterogeneities of the magnetic field

Because of the heterogeneities of the magnetic suscepti-
bility in the porous medium, the magnetic field B. is not
homogeneous in the fluid. Thus, each element of fluid is
submitted to a magnetic field fluctuation b(r)=B.(1)— B,
along its trajectory, where By=(B.) is the magnetic field
averaged over all the fluid. At time 27, for the Hahn se-
quence, the phase shift of the transverse magnetization of a
given fluid particle, due to the heterogeneities of the local
magnetic field b, is given by

2T T
¢,,(27)=er b(t')dt’—'yJ’O b(t')dr'. 6)

For short values. of 7 such that the displacement of water
molecules is much smaller than the characteristic micro-
scopic length /. of the porous medium. 5(z") is assumed to
be constant during 7, so that

p(27)~yr{b(1;) = b(11)]. 7)

Let us note here that this expression of the phase, shift at the
echo is the same for the stimulated echo sequence. The
above assumption is fulfilled in our experiments. The char-
acteristic distance over which magnetic field variations b oc-
cur is of order [,; thus, for small displacements such that
<], we have

[b,(27) <2y (b?)=~1 rad. (8)

The resulting echo attenuation associated with the variations
of the magnetic field b will be the average of exp[i ¢, (27)]
over all the spins. which, for a Gaussian distribution of
phases, is exp(— X[ #,(27)1%)). The effect of thesc varia-
tions can be neglected in our measurements because {z)</,..

D. Calibration of the applied field gradient for pure
diffusion with zero flow

Under zero flow conditions, proton displacements are
only due to pure molecular diffusion. Then the probability
distribution P, (z) of the displacements z during A predicted
by the theory of diffusion is

1 ( 2? )

Ny exp—|5 7). 9
in which o is the mean square deviation of the displacement
related to the molecular diffusion coefficient Dy by
o°=2 DyA. Equation (9) corresponds to free diffusion in a
bulk fluid: It will be valid in the present experimental case in
which displacements are very small compared to the pore
size so that the structure of the porous medium does not need
to be taken into account.

Taking the Fourier transform of P,(z). the variation
with the field gradient g of the amplitude of the first echo
measured with the PFG-NMR technique should verify

Pa(z)=

Lebon et al. 285



(arbitrary unit)
1

Probability distribution of displacement

P " . . A . . . . )
60 -50 40 30 -20 10 O 10 20 30 40 50 60
Dispfacement z (um)

FIG. 2. Probubility distribution of the displacement : along the field gradi-
ent for a pure molecular diffusion experiment under zero applied flow
(PFG-SE experiment, A=20 ms. =2 ms). The measured distribution (dia-
mond symbols) is very fit accurately by a Gaussian variation (solid line).

M=Mg exp—[(vg 60)*2]. (10)

From the experimental data, one can therefore extract the
product go. Thus, Eq. (10) allows us to determine the gra-
dient g from the value of o; we routinely use this measure-
ment to calibrate the field gradient g. Figure 2 displays an
experimental distribution P,(z) obtained in pure water: We
observe that it can indeed be very accurately fit by a Gauss-
ian variation according to Eq. (9).

lil. EXPERIMENTAL RESULTS
A. Porous sample preparation

We use as the porous medium an unconsolidated packing
of glass beads fitted inside the 8 mm inside diameter of the
central tube. The beads have a uniform diameter d=2800
* 150 wm and the packing is prepared by letting them sedi-
ment inside the tube initially filled with water. The length of
the porous sample is 10 cm and it is retained by stainless
steel grids with a 100 um mesh size; its porosity is of order
0.36. The flow is induced by a constant flow-rate syringe
pump with a 100 ml cylinder volume: We used flow rates
ranging between 1.5 and 7.3 ml/min: the corresponding in-
tersticial velocities U vary from 1.3X107> to 6.7X 107 mys,
The corresponding Reynolds number values Re=Ud/3v are
between 0.36 and 1.8.

B. Analysis of the esperimental data

Figure 3(a) displays a typical variation of the real and
imaginary parts of the first echo with the applied field gradi-
ent using the PFG-SSE sequence. Each curve typically con-
tains 100 data points and requires an acquisition time of
about 160 min. Each data point corresponds to the average of
ten independent measurements. The interval between two se-
quences is of order 10 s representing five times T for pro-
tons in pure water. Taking the inverse FFT of the curves of
Fig. 3(a), one obtains the probability distribution for the dis-
placement of the water molecules along the direction z of
both the field gradient and the mean flow. In order to mini-
mize errors due to the discretization of data, we complement
the experimental data points series with zero values up to a
total of 512 points; the inverse FFT is calculated from these
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FIG. 3. (a) Experimental variation of the real and imaginary parts (respec-
tively, black and white squares) of the complex amplitude of the first echo
obtained in a typical PFG-SSE experiment (experiment #4 in Table I). (b)
Fourier transform of the previous curve giving the probability distribution of
the displacement z (um) along the magnetic field gradient (experiment #4,
see Table I).

512 points: This is equivalent to a data interpolation in the z
space. A typical displacement distribution is shown in Fig.
3(b) for an experiment corresponding to displacements of
order 65 um, much smaller than the grain size. Table I com-
pares the variations of the mean displacement {z)yyg deter-
mined from such experimental curves to the theoretical value
(2)=0A/ST (Q is the global flow rate and § and & are
the sample porosity and section). For the PGF-SSE tech-
nique, A must be replaced by A+r. Figure 4 displays the
variation of {z}yur as a function of (z),, for all measure-
ments that we have performed: We observe that the two val-
ues coincide to within =5% up to very long mean displace-
ments of roughly 300 um.

C. Velocity distributions at short measurement times

As a first step, we used the technique to analyze the
probability distribution of the velocity component along the
field gradient. For that purpose, we chose A values low
enough so that the displacement z of the particles is small
compared 10 the pore size. In s, case, Eq. {5) may be
replaced by

M‘=M0f P(v.)expliy g v Aldz, 48))
in which P(v,) (often called “velocity spectrum’) is the
probability distribution of the velocity component of the

fluid particles along the field gradient and the mean flow
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TABLE {. Characieristic parameters of the experiments.

Interstitial Mean
Experiment velocity A 6 7  displacement  (Z)pmun  Tbifrusion

number Scquence {cm/s) {ms) (ms) (ms) {um) (um) (pm) Re
1 Hahn (.67 10 2 62.5 54.1 6.5 1.8
2 Hahn 0.34 I5 2 48.7 46.9 8.1 0.9
3 Hahn 0.34 15 2 48.7 46.0 8.1 09
4 Stimulated echo 0.34 1S 2 4 64.6 64.5 9.3 0.9
5 Stimulated echo 0.34 20 2 4 81.6 81.8 10.5 0.9
6 Stimulated echo 0.13 S0 1 3 68.9 73 15.6 0.36
7 Stimulated echo 0.34 35 1 3 129 132 132 0.9
8 Stimulated echo 0.34 70 0. 2.5 247 276 18.3 0.9

direction. In Eq. (11), it is assumed that the measurement
interval A is smaller than the correlation characteristic time
7, for the velocities of the tracer particles. This implies that
the displacement of the fluid particles is small compared to
characteristic dimensions of the pores. Let us point out that
this dimension will probably not correspond to the aperture
of the narrow channels connecting two pores, but rather to
their length, which is of the order of the size of the grains or
the larger pores. By contrast, in narrow channels the velocity
is extremal and remains correlated over a distance compa-
rable to the channel length, which is much larger than the
aperture. When these conditions are met, P(v_.) can be de-
termined by taking the inverse Fourier transform of the
variation of the complex echo amplitude M, with the field
gradient g. '

At low enough Reynolds numbers, the local flow veloc-
ity is related to the pressure gradient by the linear Stokes
equation:

;grad p=vAv, (12)
in which p is the fluid density and v is its kinematic viscosity.
In this case the local velocity distribution inside the porous
medium should remain exactly the same when the global
flow rate is varied within a factor proportional to the total
flow rate. An important test of the measurement technique
will then be to verify that P(v_/(v,)) is only a function of
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FIG. 4. Variation of the experimental mean displacement (:) as a function
of the theoretical value QA/S@.
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the variable v,/{v.) for a given porous sample {{v.) is the
average of the interstitial velocity over the measurement vol-
ume, and is computed from the injected flow rate). Let us
point out again that we actually measure the components of
the particle displacement paralle! to the magnetic field gra-
dicnt and not directly the velocity components: The above
assumptions will be valid, provided the size of the measure-
ment volume is large enough to eliminate single pore size
effects.

D. Reproducibility of experimental results

In Fig. 5(a), we compare two experimental velocity dis-
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FIG. 5. (a) Analysis of the reproducibility of the velocity distribution curves
and comparison between the PFG-SE and PFG-SSE sequences: The sym-
bols represent different experiments (square: experiment #2, circle: experi-
ment #3, up triangle: experiment #4, down triangle: experiment #5, see
‘Fable 1): the solid line is an exponential fit, the dashed line a lognormal fit.
(b) Shape of the velocity distribution (logarithmic plot).
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tributions obtained with a PFG-SE sequence and correspond-
ing to the same measurcment times and fow velocities. The
other curves correspond 10 measurements using the PFG-
SSE technique for similar experimental parameters. All three
curves have been normalized to have an integral equal to |
and the horizontal scale has been normalized by the mean
theoretical velocity (Table [ gives the characteristic param-
eters of these experiments). We observe that all curves coin-
cide quite well and that the normalization compensates well
the 70% difference between the mean displacements in the
first two curves and in the last one. Let us point out that the
global integral of the curves of Fig. 5(a) is very sensitive to
the choice of the baseline: Therefore, a small error on the
latter induces significant variations of the maximum ampli-
tude. Overall, the maximum amplitude and the mean square
width of the distribution are reproducible. with an uncer-
tainty of *5%. This demonstrates that, for displacements
small compared to the pore size. the two types of pulse se-
quences we have used give identical results within the ex-
perimental reproducibility that we have tested for the Hahn
sequence.

E. Shape of the velocity probability distribution

From their experiments, Cenedese and Viotti'! suggested
4 iognormal density distribution for the longitudinal velocity
in the porous sample they studied {glass cylinders packing),
while Georgiadis er al.'® reported an exponential decay of
the distribution for high velocities in a spheres packing. Fig-
ure 5(a) shows the normalized results P(v_/(v.)) for differ-
ent experiments and their approximation by a lognormal and
an exponential function. The lognormal function is consistent
with the experimental data near the peak. but the decay is
better represented by an exponential function for relative ve-
locities v_/{v.) greater than 0.5: Fig. 5(b) displays
In{P(v {v_))] as a function of v _/{v ). This latter result is
in qualitative agreement with that of Georgiadis et al.,¥ who
also found an exponential decay of the velocity distribution;
the difference observed in the low-velocity part of the curve
may be due in part to differences of the packing structure. It
may also be associated with the different procedures used for
determining this curve: In our setup we obtain directly an
average over the full measurement volume, while, in the im-
aging experiment, the curve must be obtained from a discrete
set of values corresponding to each voxel of the image.

The lognormal and the exponential function chosen for
the approximations are

[in(v. v ve)*

o[ 25 o - Loy
P((Z—S)=B exp(—gi:—(;i), (13)

with A~=0.80, vy~0.25, o~=1.1, B=~1.2, and v_.~0.93. Be-
cause of the normalization, all these values are dimension-
fess.
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FIG. 6. Comparison between numerical simulations (solid line) and experi-
ments (dashed line: experiment #5. see Table I).

V. NUMERICAL SIMULATIONS
A. Numerical model porous media

A model porous medium was constructed by dropping.
one at time, equal size spheres into a parallelepipedic box
from a random location located above the packing. Each new
sphere is assumed to come to rest, either when it hits the box
floor or when it comes to a stable resting point in contact
with three other spheres. Periodic boundary conditions are
assumed in the direction transverse to the pressure drop ap-
plied in the simulation. Once the center of each sphere has
been determined, a digital image of the porous medium is
created such that each sphere had a diameter equal to seven
units of lattice spacing. The total system size is 157X 139
X 139: This resolution is high enough so that the narrowest
channels are about one to two lattice sites in width. This is a
conservative estimate, in that these are relatively rare due to
the randomness of the packing.

B. Flow simulation

In order to determine the local flow velocities, we solve
Stoke’s equation using finite difference methods, in conjunc-
tion with the artificial compressibility relaxation
algorithm.*>** A staggered marker and cell (MAC MESH)
was used to represent the pore space and solid regions. Here,
pressures are defined at the nodes and the velocities are de-
fined at the center of bonds connecting the nodes. Each
voxel, a unit cue assumed to be entirely solid or pore space,
is centered at the nodes. We assume that the fluid is incom-
pressible and that the flow velocity is zero along the pore/
solid interface (no slip boundary condition). Near the pore/
solid interface, noncentered difference equations are used to
obtain an accuracy of at least second order and to force the
fluid velocities to zero at the interface.

Flow velocity data along the direction of the applied
pressure gradient was binned to obtain the distribution func-
tion, as seen in Fig. 6. For comparison we superimposed one
of our experiments: We observe that flow distributions agree
quite nicely; the differences are of the same order as the
experimental uncertainties discussed above. Let us note here
that the simulated velocity distribution also presents an ex-
ponential decay at long velocity.
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FIG. 7. Estimation of the influence of pure molecular diffusion and of the
Reynolds number on the longitudinal displacement distribution: up triangle:
experiment #1 (Re=18, Ay=12 ms). down triangle: experiment #5 (Re
=0.9, A4ir=24 ms). diamond: experiment #6 (Re=0.9. 1;4=53 ms) (see
Table I); convolution of the simulation data by a Gaussian diffust n for
typical measurement times in our experiments: The solid line is the simula-
tion data, the dashed line is the simulation data convoluted with a diffusion
ume of 24 ms, and the dotted line is the simulation data convoluted with a
diffusion time of 53 ms.

V. INFLUENCE OF REYNOLDS NUMBER AND
MOLECULAR DIFFUSION

In order to determine the Stokes flow velocity distribu-
tion in the porous medium from our NMR measurements,
two conditions must be met.

(a) The Reynolds number must be low enough so that
nonlinear terms in the Navier—Stokes equation of motion of
the fluid are everywhere negligible.

(b} The measurement time must be long enough so that
the spreading associated with molecular diffusion is negli-
gible compared to the convective displacement by the fluid
velocity. The measurement may indeed be perturbed by mo-
lecular diffusion both parallel and transverse to the flow lines
{the latter may induce additional spreading when a velocity
gradient is present). Let us estimate these two effects and
compare them to a typical convective spreading. The spread-
ings due to convection and pure longitudinal molecular dif-
fusion over a time ¢ are. respectively, of order Ur and
\D1. The diffusion distance transverse to the flow lines is
also of order | Dr; in addition. if U is the typical fluid ve-
locity, the transverse velocity gradients are of order U/d.
Therefore the corresponding velocity variations are of order
Uld\Dz. giving a typical spreading distance U/d\Dr> (in
the limit of very long times for which the transverse diffu-
sion distance is of the order of the width of the microscopic
flow channels. this mechanism becomes similar to Taylor
dispersion). :

Fron: these evaluations. one finds first that the ratio of
the spreading lengths due to transverse and longitudinal mo-
lecular diffusion is of order Ut/d. The former should there-
fore be negligible as long as the displacement of the particles
during the measurement time is small compared to the pore
size. On the other hand. the ratio of the gradient assisted
molecular diffusion (U/dyDt’) and convection (Ut)
spreading terms is constant with respect to velocity and of
order VvDi/d: 1t will be less than unity. provided that the
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mecasurement time is small compared to the diffusion time
d*ID over a distance of the order of the pore size. This
condition will always be fulfilled with the large pores that we
are using. The only remaining term that may influence the
relation between the velocity distribution and the displace-
ment distribution is the longitudinal molecular diffusion par-
allel to the flow lines.

We analyzed its effect by plotting in Fig. 7 three experi-
mental velocity distribution curves with similar mean dis-
placements of the fluid particles and Re and A values varying
by a factor of 5; the corresponding values of the Reynolds
number and the expected longitudinal diffusive spreading
distance are listed in Table 1. We observe that the differences
between the three curves are more important than the experi-
mental reproducibility errors displayed in Fig. 5(a): the
maximum of the normalized velocity distribution decreases
by roughly 30% when the velocity decreases five-fold. The
slope of the curve near the zero velocity point is also much
smoother. The curves corresponding to the two smallest Rey-
nolds numbers (both <1) are the most different: This implies
that longitudinal molecular diffusion is in this case a signifi-
cant perturbation, since the Stokes approximation should be
well verified in both cases. On the contrary, we verify that
the two highest velocity curves are more similar: This im-
plies that finite Reynolds number effects were small, since
they should be strongest for the Re=2 curve.

In order to analyze more quantitatively the influence of
longitudinal molecular diffusion on the displacement distri-
bution curves, we have estimated this effect by a convolution
procedure. The experimental curve #1 corresponding to the
shortest measurement times has been convolved with a
Gaussian representing the pure diffusive spreading of the
tracer: This is equivalent to neglecting the additional disper-
sion due to diffusion across the transverse velocity gradients.
The diffusion times have been chosen equal to the difference
between the measurements times for experiment #1 and fo;
experiments #5 and #6, respectively. The companson be-
tween these estimations and the latter experimental curves
are displayed in Fig. 7. We observe that these estimations
predict a sizable broadening of the curves, although smaller
than that actually observed: The difference between these
estimates may be due to the fact that the displacement is not
small enough compared to the pore size and that the term
associated with the transverse velocity gradient may be
larger than expected. The finite Reynolds number value may
also play some role but is quite difficult to compute quanti-
tatively.

Vi. DISPLACEMENT DISTRIBUTIONS AT LONGER
MEAN DISPLACEMENTS

When the measurement time and/or the flow velocity is
increased. the displacement of the fluid particles is not neg-
ligible compared to the grain and pore size. The limiting
regime. at very long measurement times, corresponds to a
classical dispersion process, and would only be reached after
the fluid particles have explored a sufficiently large number
of pores. In this case, the distribution of the displacements
with distance would be a Gaussian curve centered at dis-
placement values corresponding to the mean flow velocity:
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FIG. 3. Comparison of the displacement distributions gbserved for longer
measurement times (dashed line: experitnent #7. (2Y= 130 gm and Jdotted
Jine: experiment #8. (z) =247 um) and a shorter one {solid line: sxperiment
#3. 2 =816 um» a1 the same vetocity (see Table 1.

The width of the distribution wouid be directly related 10 the
effective dispersion coefficient in the medium. Such large
distances have not been reached in our experimems: how-
ever, we obtained experimental curves corresponding to the
rnaition domain, o which the mean displacement is of the
order of the pore size.

Figure ? represents distributions corresponding 10 mean
dispiacements {z)= 129 and 247 wm (about two-ihirds of the
radius of the glass beads) and to measurement times
A-+=7=38 and 72.5 ms, a curve corresponding © a smaller
mean displacement () =82 wwm has been superimposed for
comparison. Such measurements are only possible with the
PFG-SSE technigue. We observe that the relaxation of the
distribution of displacements is no longer exponential in the
region (1)< :<4(:}, and that the part of the curve corre-
sponding to 2/(z)>2 is well above that obrained (n previous
measurements. The curve A++=T25 ms presents a second
peak for J{z)=2.5: It may be a precursor of a dispersion
peak and is associated with faster moving particles. The
curve A+ 7=138 ms has an intermediate shape with an inflec-
rion point instead of a second peak. At longer mean displace-
meats, one should obtain a unigue dispersion peak. as ob-
served by Edwards ef af. ™

vil. CONCLUSION

In the present paper. we have analyzed at a very local
scale the displucement of fluid particles due to flow inside a
porous medium, ysing both a pulsed NMR technigue and
nunwricyl simulations. Using proper stimulated spin-echo se-
quences, long mean displacements of up to 256 pm corre-
sponding to measucement times of up o 200 ms can be ana-
Iyzed: The measured values are in good agreement with
direet computations from the sample porosity and the in-
jected flow rate. An important issue determining the range of
use of the technique will be the influence of magnetic per-
wwability heterogeneities on the measurement, particularly
when read rocks and se aller pore sizes will be used. In the
presen expesiments, 80V am diameter glass beads were used
and such eftects did not appear to be significant.

At displacements much smadler than the pove size. one
obtains directly the distribution of the velocity components
afony the pulsed magnete tield zradient chosen garalle! w
the mean How. Qutside of cumbersome vptical determina-
tions in transparent media. no other experimental technique
allows ane to obuwin such information that may be very use-
ful to anaisze transport in porous media and detect heteroge-
aeities. At low velocitles, the effect of longitudinal motecular
ditfusion parallel to the mean velocity may be significant.
and must be corrected. At higher velocities. the displacement
distribution is extremely stmilar to that obtained from simu-
larions in which the Stokes equation is directly solved in the
geomenry of g random packing of spheres consiructed nu-
mericallv, An interesting feature of these distributions is
display an exponential relaxation at long distance: They de-
viate markedly from the lognormal distribution measured by
other authors. The probability distribution takes targe values
for low velocities much below the mean value, bu few mol-
ecules appear to have a negative velocity: This result should
be compared to measurements in more heterogeneous media
(sintered gfass beads, for instance), for which a farger num-
ber of flow channels may display velocity components oppo-
site to the mean flow. Velocity distribution variations due to
deviations from the Stokes regime did not appear clearly
even at a Reynolds number Re=2: Still higher flow veloci-
ues should probably be‘investigated. The interplay between
molecular diffusion and nonlinear effects may alse be use-
fully tmvastgated using higher viscosity flaids,

At longer displacements of the order of the pore size.
strong distorrions of the overall shape of the displacement
distribution are observed. These distortions appear to indi-
cate the onset of the transition toward a classical dispersion
regime that should take place when the fluid particles explore
a large number of pores during the measurement time. In this
case, the rracer corresponds simply to the spin of particles
gxcied oy tne NMR pulses and follows perfectly the local
finid flow in contrast with practically all usual tracers. No
other dispersion measurement technique allows such mea-
surements at a verv local scale. A secondary peak corre-
sponding to the fastest particles was ¢learly observed at the
largest displacement values that we used: At farger displace-
ment distances, one expects a reduction of the low-velocity
part of the distribution and an increase of such a peak as well
as a drift toward the mean velocity. One way to further ana-
Iyze this transition is to use a porous packing obtained using
smaller graing.

In conclusion. using sophisticated pulse sequences al-
lows us to measure displacements of several hundred gm.
Pulse neld gradient NMR then becomes a very flexible and
unique tool for analyzing velocity distributions and spatial
correlations at a length scales ranging from approximately
1-300 wum. Of particular importance is the fact that we ob-
tain the tull distribution of a given displacement component
in a single measurement. Future work is needed to demon-
strate the feasibility of such measurements in a broader range
of nutural and artificial media.
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